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ABSTRACT

The Bag-of-Frames (BoF) approach has been widely
used in music genre classification. In this approach, music
genres are represented by statistical models of low-level
features computed on short frames (e.g. in the tenth of ms)
of audio signal. In the design of such models, a common
procedure in BoF approaches is to represent each music
genre by sets of instances (i.e. frame-based feature vec-
tors) inferred from training data. The common underlying
assumption is that the majority of such instances do cap-
ture somehow the (musical) specificities of each genre, and
that obtaining good classification performance is a matter
of size of the training dataset, and fine-tuning feature ex-
traction and learning algorithm parameters.

We report on extensive tests on two music databases that
contradict this assumption. We show that there is little or
no benefit in seeking a thorough representation of the fea-
ture vectorsfor each class. In particular, we show that
genre classification performances are similar when repre-
senting music pieces from a number of different genres
with the same set of symbols derived from a single genre
or from all the genres. We conclude that our experiments
provide additional evidence to the hypothesis that common
low-level features of isolated audio frames are not repre-
sentative of music genres.

1. INTRODUCTION

A large literature exists on automatic classification of mu-
sic pieces based on raw audio data. Providing a complete
review is out of the scope of this paper, interested read-
ers are referred to [1] and [2]. Most approaches to date
share the same underlying algorithmic architecture [1]: the
Bag-of-Frame (BoF) approach. Music genres are repre-
sented via long-term statistical models of large collections
of feature vectors computed on short frames of audio sig-
nal (on the scale of tenth of ms). In the BoF approach, it
is implicit that all frames have a similar information load,
and that all are significant in the modeling of genres. A
prototypical implementation of this architecture, now con-
sidered standard procedure, uses Gaussian Mixture Mod-
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eling (GMMs) of short-term Mel-Frequency Cepstral Co-
efficients (MFCCs).

Aucouturier [1] discusses the existence of a “glass-ceil-
ing” to the performance of the BoF approach to music
genre classification. He argues that it is fundamentally
bound and that a change of paradigm to music genre mod-
eling is needed. A number of recent papers also challenge
the BoF approach arguing that all frames may not have the
same information load and propose to train models of mu-
sic genre on a selection of the available training data, either
the most representative, or the most discriminative [3, 4, 5].
In previous research on the topic of instance selection for
music genre classification [6], we showed that when rep-
resenting music signals by common low-level features (i.e.
MFCCs and spectral features), similar classification accu-
racies could be obtained when training classifiers on all of
the training data available, or on few training data instances
from each class.

In this paper, we go a step further and propose the hy-
pothesis that values of common low-level features on iso-
lated signal frames arenot representative of music genres.
In other words, the performance of BoF music genre mod-
els may be bound because there would be not such thing as
a “typical e.g. Rock, or Classical frame” (more precisely,
no such thing as “typical sets of low-level audio feature
values for a e.g. Rock, or Classical frame”).

To address this hypothesis, we conduct systematic ex-
periments in which models of music genres are built with
training data representative ofonly part of the genresfrom
the dataset.

These experiments imply (1) the definition of a code-
book, generated from different partitions of some available
training data (section2), and (2) the expression of training
examples from each genre with this codebook and the ac-
tual training of genre models (section3.1). In the remain-
der of section3, we describe experimental details regard-
ing data and audio features used. Section4 reports results
of our experiments and in section5, we propose some con-
clusions and directions for future research.

2. CODEBOOK GENERATION PROCEDURES

Following the technique described in [5], the experiments
reported in this paper are based on a codebook approach.
The feature vectors extracted from the training set are pro-
cessed in order to select a limited number of representa-
tive feature vectors that constitute the codebook. We ex-
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perimented several approaches for the constitution of the
codebook, including selecting the centroids obtained with
k-means, selecting the most representative feature vectors
according to the probability density function modeled with
a Gaussian Mixture Model, and combinations of both ap-
proaches (see [5] for more details). In this paper, to avoid
any particular bias, we use random selection of feature vec-
tors, as follows.

Codebooks are generated by randomly selectingk1 fea-
ture vectors from each music piece and then selectingk2
feature vectors in the set ofN × k1 feature vectors (where
N corresponds to the number of music pieces in the train-
ing set). In both cases a uniform distribution is used. For
all experiments described in this paper we usedk1 = 20
andk2 = 200.

Notice that the creation of codebooks is an unsupervised
process, i.e. each music piece is processed independently
of the class it belongs to. Three kinds of codebooks were
generated:

Using data from all genres but oneThe codebook is gen-
erated ignoring class X. This is repeated for each
class. The codebooks obtained this way are called
“all-but-X”.

Using data from a single genreIn this case codebooks are
generated using the feature vectors found in music
pieces from only one genre. These codebooks are
referred as “only-X”.

Using data from all genres As a base for comparison, we
generated codebooks that use the data from all classes,
as described previously. These codebooks are called
“all-genres”.

3. EXPERIMENTS

3.1 Classification models

3.1.1 Data representation by vector quantization

Input data to the classifiers (both for training and testing)
is based on a codebook approach: each music piece is first
converted into a sequence of discrete symbols pertaining
to one of the codebook symbols considered here, through
vector quantization of the audio features. More precisely,
for each music piece, the feature vector of each frame is as-
signed a symbol corresponding to the nearest symbol in the
set ofk2 = 200 possible symbols of the given codebook
(see section2).

Finally, depending on the classifier, each music piece is
represented by either a normalized histogram of the sym-
bols frequency, or the sequence of symbols itself.

3.1.2 Histogram + k-NN

The k-NN algorithm treats the histograms as points in ak2
dimensional space. The music pieces in the training set are
used as examples, and a new music piece is classified by a
majority vote of its neighbors. In our experiments, we used
a 5-NN classifier. The nearest neighbors were calculated

based on two distance metrics: the Euclidean distance, and
a symmetric version of the Kullback-Leibler divergence:

D (P‖Q) = DKL (P‖Q) +DKL (Q‖P ) (1)

where,Q andP are the normalized histograms of two mu-
sic pieces, and

DKL (P‖Q) =

k2∑

i=1

P (i) log
P (i)

Q(i)
(2)

is the Kullback-Leibler divergence, andP (i) is thei-bin of
the histogramP . In order to use this divergence, the distri-
butionsP andQmust have non-zero entries. However, this
can happen if one or more symbols from the codebook are
not used in the representation of a given music piece. To
overcome this limitation, we add one hit to all histogram
bins before performing the histogram normalization.

3.1.3 Histogram + SVM

A Support Vector Machine (SVM) [7] was used with a Ra-
dial Basis Function kernel withγ = 1/k2 (wherek2 is the
number of features, i.e. 200), and a costC = 2000. Exper-
iments for determining optimal parameter values are left
for future work.

3.1.4 Markov models

This classification method is based on Markov modeling.
A Markov model is build for each genre, by computing
the transition probabilities (bigrams) for each group of se-
quences [5]. The outcome is set of transition matrices, one
for each class, containing the probabilities,P (sj |si), of
each symbolsj given the preceding symbolsi. For classi-
fication, the test music piece is converted into a sequence
of symbols,S = {s1, s2, . . . , sn}, and the (logarithmic)
probability of the sequence given each model is calculated:

LM (S) = log (PM (si=1,...,n))

= log (PM (s1)) +
n∑

i=2

log (PM (si|si−1))

(3)
wherePM represents the symbols probability mass func-
tion for the modelM . The music class is chosen by the
model with the highest scoreLM .

3.2 Data

Two datasets were used in our experiments. The first one is
a subset of the Latin Music Database (henceforth, “LMD
dataset”), and the second is the ISMIR 2004 Genre Classi-
fication Contest (henceforth, “ISMIR04 dataset”).

3.2.1 LMD

The Latin Music Database [8] is composed of 3,227 full-
length music pieces, uniformly distributed over 10 genres:
Axé, Bachata, Bolero, Forró, Gaúcha, Merengue, Pagode,
Salsa, Sertaneja, and Tango. For our experiments, we cre-
ated a subset of 900 music pieces, which are divided in
three folds of equal size (30 pieces per class). We used an
artist filter [9, 10] to ensure that the music pieces from a



specific artist are present in one and only one of the three
folds. We also added the constraint of the same number of
artists per fold.

3.2.2 ISMIR04

This dataset was created for the genre classification contest
organized during the ISMIR 2004 conference [11], 1 and
is divided in six genres with a total of 729 music pieces
for training and 729 music pieces for testing. The music
piece distribution among the six genres is: 320 Classical,
115 Electronic, 26 JazzBlues, 45 MetalPunk, 101 Rock-
Pop, and 122 World. As in the original ISMIR 2004 con-
test, the dataset does not account for artist filtering between
both sets.

3.3 Audio Features

We used the free MARSYAS framework2 to extract 17 au-
dio features from 46ms frames of the audio signals (mono,
sampled at 22050Hz, no overlap). The features are com-
monly used in audio genre classification tasks: the zero
crossing rate, spectral centroid, rolloff frequency, spectral
flux, and 13 MFCCs, including MFCC0.

3.4 Evaluation Metrics

We report the accuracy obtained over test sets only, both
for the ISMIR04 and LMD datasets.

On the evaluation on the ISMIR04 dataset, we kept the
original training-testing division proposed in the ISMIR
2004 genre classification contest.

The evaluation on the LMD dataset follows a three-fold
cross validation procedure: two folds are used for training
and one for testing, with all the permutations of the folds.
The performance measure is the accuracy averaged over
the three test runs.

4. RESULTS AND DISCUSSION

First of all, it is interesting to notice that results obtained on
the ISMIR04 and LMD datasets are comparable to state-
of-the-art results. For instance, the best result obtainedon
ISMIR04 is79.8%, which is very similar to the results ob-
tained by the best algorithms in the last MIREX in which
this data was used (i.e. MIREX 2005).3 The best result
obtained on LMD is64.9%, when the best result on this
dataset in MIREX 2009 was74.6% and the average accu-
racy accounting for all participants was55.5%.

In almost every set of experiment we found that the clas-
sifiers based on Markov models is better than the three
other alternatives. This observation tends to confirm the
fact that the information contained in the temporal sequence
is indeed relevant to the classification into genres.

Tables1 and2 show the overall classification accuracy
for the ISMIR04 and the LMD datasets respectively when
one genre is not used in the codebook generation process.
The lines represent accuracy scores obtained with different

1 http://ismir2004.ismir.net/ISMIRContest.html
2 http://marsyas.sness.net/
3 http://www.music-ir.org/mirex/2005/

ISMIR04 — all-but-one genre
Markov SVM k-NN k-NNKL

all genres 79.0 68.6 73.0 76.0
all-but-Class. 79.3 68.3 70.8 73.7
all-but-Elec. 79.7 68.6 69.3 73.7
all-but-JaBl. 78.3 67.8 70.6 74.6
all-but-MePu. 79.3 68.5 71.5 75.9
all-but-RoPo. 78.6 68.2 73.3 75.3
all-but-Wor. 79.1 68.2 73.3 74.3
Average 79.1 68.3 71.5 74.6

Table 1. Results for the ISMIR04 dataset. Each line repre-
sents the average accuracy (over all genres) obtained with
codebooks generated from all but one genre. The last line
contains the average of lines 2 to 7. The first line con-
tains the results obtained with a codebook computed with
all genres. Results in bold are those that outperform those
of the first line.

classification procedures (columns). For the sake of com-
parison, the first line contains the results obtained with a
codebook computed with all genres.

From these experiments (Tables1 and2) one can see
that when the feature vectors from one class are ignored
in the creation of the codebook, we do not observe a se-
vere decrease of the accuracy. In some cases the accuracy
obtained without one of the classes is equal or better than
when all genres are used (numbers with bold font).

LMD — all-but-one genre
Markov SVM k-NN k-NNKL

all genres 64.0 54.2 47.0 52.2

all-but-Axé 62.7 56.6 50.1 52.7
all-but-Bach. 64.9 54.1 48.1 52.7
all-but-Bole. 63.0 54.9 49.9 53.0
all-but-Forr. 61.1 53.8 48.9 51.2
all-but-Gáu. 63.6 53.1 48.3 50.9
all-but-Mer. 63.7 53.6 47.8 50.4
all-but-Pag. 63.5 54.0 49.1 52.7
all-but-Sals. 63.5 53.7 47.9 50.8
all-but-Sert. 62.8 54.3 48.9 51.4
all-but-Tan. 63.1 54.3 48.9 51.9
Average 63.2 54.2 48.8 51.8

Table 2. Results for the LMD dataset. Each line repre-
sents the average accuracy (over all genres) obtained with
codebooks generated from all but one genre. The last line
contains the average of lines 2 to 11. The first line con-
tains the results obtained with a codebook computed with
all genres.

Tables3 and 4 are very similar to table1 and 2, but
in this case, the codebooks were computed using feature
vectors from only one genre.

It can be seen that reducing dramatically the universe of
feature vectors, the average accuracy compared to the case
where all genres are used is not substantially different.

http://ismir2004.ismir.net/ISMIR_Contest.html
http://marsyas.sness.net/
http://www.music-ir.org/mirex/2005/


ISMIR04 — only one genre
Markov SVM k-NN k-NNKL

all genres 79.0 68.6 73.0 76.0
only-Class. 76.3 62.8 66.8 71.7
only-Elec. 79.4 67.2 70.9 73.4
only-JaBl 78.5 66.8 67.2 72.7
only-MePu. 74.8 66.9 65.3 72.3
only-RoPo. 75.7 67.2 70.5 75.4
only-Wor. 79.8 67.5 69.8 73.3
Average 77.4 66.4 68.4 73.1
All − Average 1.6 2.2 4.6 2.9

Table 3. Results for the ISMIR04 dataset. Each line repre-
sents the accuracy obtained with codebooks generated with
data from a single genre. The last line shows the decrease
in accuracy between results obtained with a codebook gen-
erated with data from all genres and average results ob-
tained with a codebook generated with data from a single
genre.

LMD — only one genre
Markov SVM k-NN k-NNKL

all 64.0 54.2 47.0 52.2

only-Axé 59.9 54.4 49.6 52.2
only-Bach. 64.9 53.7 45.8 51.7
only-Bole. 62.1 53.0 45.6 49.0
only-Forr. 64.7 53.9 49.6 52.9
only-Gáu. 64.6 54.6 49.8 55.8
only-Mer. 62.3 53.6 48.7 51.0
only-Pag. 63.5 53.0 48.5 50.8
only-Sals. 63.9 53.1 47.2 50.9
only-Sert. 61.9 53.3 49.2 54.3
only-Tan. 55.0 46.2 40.1 43.6
Average 62.3 52.9 47.4 51.2

Table 4. Results for the LMD dataset. Each line repre-
sents average results obtained with codebooks generated
with data from a single genre.

In the case of the ISMIR04 dataset, using only one genre
for building the codebook leads to an average decrease of
1.6 percentage points for Markov models, 2.2 percentage
points for SVM, 4.6 percentage points for k-NN and 2.9
percentage points for k-NNKL. It is interesting to note that
the non-parametric method (k-NN) is the most affected by
a reduction of the amount of data. However, we can also
see that, at least for the Markov model classifier, in some
cases performance can be better when using only one genre
to build the codebook.

In the case of the LMD dataset (Table4), we observe
that, in numerous cases, the accuracy obtained with code-
books modeled after only one genre is equal or better than
the one obtained using all genres. From these experiments
we can see that using a small subset of the feature vectors,
even if they belong to only one genre, we are still able to
build a classifier that performs well.

ISMIR04
all all-but-1 only-1 Diff.

Classical 96.9 95.3 96.6 1.3
Electronic 71.1 72.8 73.7 0.9
JazzBlues 63.4 69.3 76.9 7.6
MetalPunk 71.1 75.6 64.4 −11.2
RockPop 61.8 61.8 64.7 2.9
World 59.9 60.7 63.1 2.4

Table 5. Breakdown with respect to genres of the results
for the ISMIR04 dataset, using Markov models classifiers.
Each row shows the accuracy observed for the correspond-
ing class with the three different kinds of codebooks. For
instance, the entry in the fourth line second column (75.6)
is the percentage of correctly classified music pieces for the
class MetalPunk, using a codebook computed with feature
vectors from all genres but MetalPunk. The last column
contains the difference between the only-1 and all-but-1
accuracies.

LMD
all all-but-1 only-1 Diff.

Axé 44.4 41.1 36.7 −4.4
Bach. 83.3 84.4 86.7 2.3
Bole. 76.7 74.4 82.2 7.8
Forr. 37.8 35.6 35.6 0.0
Gaúc. 44.4 47.8 53.3 5.5
Mere. 80.0 76.7 81.1 4.4
Pago. 56.7 56.7 60.0 3.3
Sals. 68.9 65.6 72.2 6.6
Sert. 61.1 54.4 64.4 10.0
Tang. 86.7 85.6 85.6 0.0

Table 6. Breakdown with respect to genres of the re-
sults for the LMD dataset, using Markov models classi-
fiers. Each row show the accuracy observed for the corre-
sponding class with the three different kinds of codebooks.
The last column contains the difference between the only-1
and all-but-1 accuracies.

Since the performance is measured on all classes, a lower
classification rate on one class may be hidden by higher
scores on others. Therefore we evaluated the accuracy ob-
tained for each class with each of the three ways of build-
ing the codebooks. These results are shown in tables5 and
6. In the case of the ISMIR04 dataset (table5), one can
see that the differences in accuracy between using only a
given class (4th column) and not using that class at all in
the generation of the codebook (3rd column) is rather small
with two exceptions: JazzBlues and MetalPunk, albeit in
an opposite way. These exceptions may be explained by
the fact that both categories are represented with a very
small number of music pieces (26 for JazzBlues and 45 for
MetalPunk).

We also studied the effect of using only one class for
codebook creation on the accuracy observed on other classes.
The results are shown in table7 for the ISMIR04 dataset



ISMIR04
only-Class. only-Elec. only-JaBu only-MePu. only-RoPo. only-Wor. Diff.

Class. 96.6 95.9 95.6 91.3 91.6 95.9 0.7
Elec. 69.3 73.7 71.1 67.5 71.1 72.8 0.9
JaBu. 57.7 69.2 76.9 61.5 65.4 65.4 7.7
MePu. 77.8 73.3 77.8 64.4 73.3 82.2 4.4
RoPo. 51.0 61.8 59.8 63.7 64.7 59.8 1.0
Wor. 54.1 60.7 56.6 54.1 50.8 63.1 2.4

Table 7. Genre breakdown results for the ISMIR04 dataset using Markov models with different codebooks based on
only one class. The table entries are class accuracies (lines) for a given codebook (columns). The last column shows the
difference between the best (bold) and the second best accuracy (underlined) of each row.

LMD
only-Ax. only-Ba. only-Bo. only-Fo. only-Gá. only-Me. only-Pa. only-Sa. only-Se. only-Ta. Diff.

Axé 36.5 42.2 22.1 44.4 45.6 46.7 37.8 44.4 45.6 37.8 1.1
Bach. 81.1 86.7 83.3 83.3 84.4 83.3 85.6 84.4 81.1 83.2 1.1
Bole. 76.7 77.8 82.2 68.9 74.4 70.0 70.0 72.2 68.9 80.0 2.2
Forr. 34.4 34.4 32.2 35.6 32.2 34.4 41.1 33.3 32.2 36.7 4.4
Gáu. 44.4 51.1 43.3 53.3 53.3 48.9 44.4 51.1 45.6 33.3 2.2
Mer. 75.6 76.7 77.8 80.0 77.8 81.1 75.6 77.8 76.7 72.2 1.1
Pag. 50.0 57.8 55.6 60.0 60.0 48.9 60 .0 57.8 53.3 50.0 2.2
Sals. 61.1 74.4 72.2 72.2 72.2 63.3 61.1 40.3 65.6 42.2 2.2
Sert. 52.2 61.1 55.6 64.4 58.9 62.2 58.9 60.0 64.4 28.9 2.2
Tan 86.7 86.7 84.4 84.4 87.8 84.4 88.9 85.6 85.6 85.6 1.1

Table 8. Genre breakdown results for the LMD dataset using Markov models with different codebooks based on with
only one class. The table entries are class accuracies (lines) for a given codebook (columns). The last column shows the
difference between the best (bold) and the second best accuracy (underlined) of each row.

and in table8 for the LMD dataset. Each row of these
tables contain the accuracy observed on one class (rows)
when using a codebook based on each single class (columns).
Values in bold font correspond to the maximum of each
row and can be interpreted as the best codebook for the rep-
resentation of each class. For example, in table7 we can
see that all classes but MetalPunk are better represented by
a codebook defined using the same class. But if we look at
the second best accuracy (underlined numbers) we can see
that using feature vectors from a different class can lead
to seemingly similar performance. The difference between
best and second best accuracy is shown in the last column.
For example, Classical music may be represented by fea-
ture vectors that belong to Electronic or World music los-
ing only 0.7 percentage points in accuracy. RockPop may
be represented by MetalPunk or Electronic feature vectors,
losing only 1 percentage point. Counter examples can be
found with the cases of JazzBlues and MetalPunk but this
may be caused by the fact that those classes are represented
by a small number of music pieces when compared to other
classes. It is notable that in some cases (such as Classical
and Electronic) the ability of using a genre to represent
another genre occurs with genres that are perceived very
differently by listeners.

When looking at table8, which describes the same ex-
periments with the LMD dataset, one can see that the dif-
ference between the best and the second best accuracy is

small, showing that a genre may be represented using fea-
ture vectors from another genre without losing too much
accuracy, and in some cases even increasing accuracy ap-
parently.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we tackle the problem of music genre classi-
fication with low-level features computed on collections of
audio frames. In the common approach to this problem, it
is generally assumed that the majority of frames of a par-
ticular genre (or, more precisely, their representations via
MFCCs and other common low-level features) carry infor-
mation that is specific to that genre. The main conclusion
of our experiments is that common low-level features com-
puted on individual audio frames are in fact not represen-
tative of music genres (even if their distributions are). We
demonstrate that seeking the most extensive and thorough
representation of each genre with respect to such low-level
features does in fact not bring any benefit in terms of clas-
sification accuracy.

Specifically, in our experiments, music pieces from di-
verse genres are represented by sequences of symbols from
a codebook. This codebook is made up of feature vectors
from either one, all, or a selection of genres. We show
that the classification accuracy averaged over all genres is
very similar when the codebook is derived from data of all



genres vs. data of all genres but one (tables1 and2), or vs.
data of only one single genre (tables3 and4). This appears
to be true for diverse classifiers. Further, the provenance of
the data used for deriving the codebook does not seem to
have a profound impact on classification accuracy of each
particular genre (tables5 and6), even in the case where
the data used comes from one single, different genre (ta-
bles7 and8). These results appear to hold for two different
datasets of very different natures.

This is not to say that such frame-based representations
are not useful for music genre classification, as they in-
deed permit to classify better than random. However, even
if collectionsof frames can represent music genres with
some success, we show here thatindividual frames do not.

Given the relatively small variations in accuracies for a
given genre, and the fact that these variations go both ways
(small decrease in some cases and small increase in some
others), we suspect that statistical significance tests would
show the near equivalence of accuracies over each genres.
This is an avenue for future work.

We believe that the results detailed in this paper con-
tribute to the emerging idea that significant improvements
in music genre classification will require the design of bet-
ter initial signal representations, features that carry infor-
mation that would be specific to genres, closer to musical
concepts [12].
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