
Instantaneous HPCP for a 10 seconds excerpt of a song: Description scheme:

(1) Temporal validity:
- Instantaneous descriptors: valid for a time point.
- Segment descriptors: defined within an audio 
 segment.
- Global: representative of the whole excerpt or piece.

(2) Level of abstraction:
- Low-level: computed directly from the audio signal or 
 from other low-level descriptors. 
- High-level: it requires an inductive inference 
 procedure. 

Automatic extraction of tonal metadata from polyphonic audio recordings

Tonal Metadata

Tonality is a relevant aspect of music perception, and then a main axis for music description. We need to represent this 
aspect of music using a set of features computed from an audio recording. These features can be used for content-

based retrieval and navigation through digital music collections.

Feature Extraction Results
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Name Temporal 
Validity

Level of 
Abstraction Data Type

HPCP Instantaneous Low Float vector

Chord Instantaneous High Textual label

Chord Strength Segment/Global High Float value

Global HPCP Segment/Global Low Float vector

Key Segment/Global High Textual label

Key Strength Segment/Global High Float value

List of Descriptors

Block diagram for feature extraction:
(1)

(2)

(3)

(4)

(1) Low-level Instantaneous feature 
computation: HPCP (Harmonic Pitch 
Class Profile). It represents the intensity 
of each pitch class mapped to an octave. 

(2) High-level Instantaneous feature 
computation: Chord, Chord Strength 

(3) Low-level Segment/Global descriptors 
computation: Average HPCP 
(4) High-level Segment/Global descriptors 
computation: Key, Key Strength

HPCP Global values and correlation for Major/Minor tonalities:
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Key Estimation Evaluation:
Small test database with different styles, key, mode. Labeled 
by hand (35 sounds).

Database of 525 classical pieces labeled by their title.

Correct key note 65,5 %

Correct mode 83,24 %

Correct key 64,2 %

Correct key 70 %

Mode error 3 %

Tuning error 6 %

E Minor


