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Abstract. The application of community detection in complex networks is
explored within the framework of cover song identification, i.e. the automatic
detection of different audio renditions of the same underlying musical piece. In the
last years this particular task has been widely studied within the music information
retrieval field as a query problem, where one song was submitted and a list of
possible matches was created by the system. In this contribution we propose a
new point of view: songs are embedded in a complex weighted network, whose
links represent similarity (common musical content between songs). We analyze
this network and find a strong modular structure, with well-defined communities
and a clustering coefficient higher than expected. We then perform clustering
and community detection to identify groups of songs that are versions the same
musical piece. Importantly, the information gained through this process can be
used to increase the overall accuracy of the system. Results show that accuracy
increments of 5 percent points can be easily achieved. A further out-of-sample
test provides evidence that this increase can be potentially higher.
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1. Introduction

Audio cover song identification is the task of automatically detecting which
songs are versions of the same underlying musical piece using only information
extracted from the raw audio signal of each of them [1]. Cover song identi-
fication has been a very active area of study within the music information
retrieval (MIR) community over the last years, and this is clearly due to the
revolution which has lashed this field, intrinsically related to the introduction
of digital ways to share and distribute information [2, 3, 4].

Traditionally, cover song identification has been set up as a typical infor-
mation retrieval (IR) task where queries are processed in a batch mode [5]:
the user submits a query (a song) and receives an answer back (a list of songs
ranked by their relevance to the query; in this case a list of potential covers).
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Therefore, the majority of efforts have been put in achieving a metric that
faithfully captures cover song relationships [1]. However, a new approach can
be considered: instead of isolated songs, systems may focus on groups of songs,
with the new aim of identifying coherent sets of covers within a given music
collection.

The reader may easily see the resemblance between the detection of cover
sets and a more classical community detection task inside a complex network
[6, 7]. This way, a set of nodes N ≡ {n1, n2, . . . , nN} represents the N

recordings being analyzed, and the elements of the N × N weight matrix W

represent the distance (dissimilarity) between any couple of nodes. Provided
that the weights of this matrix are assigned with the help of a suitable cover
song dissimilarity metric (e.g. the same one used to originally retrieve answers
to a query), communities inside this complex network will represent sets of
recordings with equivalent musical content.

2. The cover song network

The first step required by our proposal is to create a network and to embed
nodes (songs) into it. We use an in-house music collection of 2125 songs
comprising a variety of genres and styles. This collection is an extension of
the one used in [8] and consists on 525 non-overlapping groups of cover songs.

Links between network’s nodes should represent the cover song relation-
ship between corresponding musical pieces (the dissimilarity between their
musical content). Therefore, an algorithm to compute this dissimilarity is
needed in order to calculate the elements wi,j of the matrix W for each couple
of nodes ni and nj . Several alternatives for such dissimilarity measures have
been proposed [1]. One of the most promising strategies is the Qmax measure
presented in [8]. This measure allows to track curved and potentially disrupted
traces in cross recurrence plots constructed from the state space representa-
tion of two time series. These time series might represent a certain musical
aspect and are automatically extracted from the recordings.

The symmetric measure Qmax represents similarity. As in [9], this metric
is converted to a dissimilarity measure to fill W following

wi,j =

√

|sj |

Qmax (si, sj)
, (1)

where |sj | is proportional to the duration of song sj and Qmax (si, sj) ∈
[1, max (|si|, |sj |)].
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Figure 1: Evolution of 3 metrics of the network as a function of the applied
threshold. These metrics are, from left to right: graph density, clustering
coefficient, and number of independent components. Red dashed lines show
the expected value in a random network with the same number of nodes and
links.

3. Analysis of the network

The result of the previous procedure over all available data is a weighted
directed graph expressing cover song relationships . In order to understand
how the network evolves when the threshold is modified, we study a number
of different classical metrics as a function of the threshold. These are [6]:
graph density, number of independent components, size of the strong giant
component, number of isolated nodes, efficiency [10], and clustering coefficient.
Three of them are depicted in Fig. 1.

Importantly, we see that when reducing the threshold, the network splits
into an higher number of clusters than expected, which represents the forma-
tion of cover song communities. When these communities are formed, they
maintain a high clustering coefficient: that is, sub-networks of covers tend to
be fully connected and maintain a triangular coherence. This process begins
around a threshold of 0.5 (we could confirm it by the evolution of the size of
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SL CL AL WL MO PM1 PM3

rppi 2.05 1.28 4.37 3.60 5.54 5.49 4.73

Table 1: Relative accuracy increase (rppi) for different clustering and com-
munity detection algorithms. First row corresponds to the acronyms of the
different algorithms we use [11].

the strong giant component). It is also interesting to note that the number of
isolated nodes remained lower than expected, except for high thresholds. This
suggests that most of the songs are connected to some cluster, while a small
group of them are different, with unique musical features.

4. Accuracy increase

Adding the information obtained through the detection of cover song com-
munities to the final cover song identification system can lead to a certain
accuracy increase. This way, W is updated with the community assignments
so that elements detected to belong to the same community are close to each
other. To show this we apply a number of clustering and community detection
techniques [11] to our data and refine W accordingly. We compute the mean
of average precisions measure [11], a standard IR evaluation metric, before
and after updating W . We subsequently calculate a relative percentual point
increment (rppi). Results are shown in Table 1. Best algorithms were found
to be the ones designed to exploit a complex network collaborative approach,
either from a point of view of modularity optimization (MO) or connected
components criterion (PM1) [11].

An out-of-sample test was done within the MIREX1 audio cover song
identification contest [3]. In the editions of 2008 and 2009 we submitted the
same two versions (with and without a refinement of W ) of our system [9],
which yielded 13.64 rppi. This increment is substantially higher than the ones
we achieve with our data, most probably because the setup for the MIREX
task includes more members per community than ours. In particular, when
big communities are considered, one can think of the idea presented here to
achieve more dramatic impacts in final system’s accuracies.

1MIR evaluation exchange: http://www.music-ir.org/mirexwiki/index.php/Main_
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5. Conclusion

We build and analyze a musical network that reflects cover song communities,
where nodes correspond to different audio recordings and links between them
represent a measure of resemblance between their musical content. We find
that this network has a strong modular structure. We furthermore provide
evidence that the knowledge acquired through community detection is valuable
in improving the raw results of a query-based cover song identification system.

Acknowledgments
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[9] J. Serrà, M. Zanin, & R. G. Andrzejak, Music Information Retrieval Eval-
uation eXchange (MIREX) extended abstract, (2009).

[10] V. Latora & M. Marchiori, Phys. Rev. Lett. 87, 198701, (2001).
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